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At the end of this presentation, the 

student should be able to: 
• Demonstrate familiarity with basic statistical 

terms used in research literature  

• Provide basic interpretation of the meaning of 

common statistical terms found in occupational 

therapy research literature 
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 “n” or “N” 
• Refers to the size of the sample (n) or the population (N) in 

which the sample was drawn from 

 
 “p” level  

• Refers to the probability value 

• Most p-values are in reference to the likelihood of that a result 
could have occurred by chance. The lower the p-value, the 
lower the probability that the result occurred by chance. 

• An acceptable p-value is .05 or less, which suggests that the 
probability that a result occurred by chance is 5% or less. 

 
 Confidence interval (CI) 

• A confidence interval is an interval in which a measurement or 
trial falls within or corresponds with a given probability 

For personal and educational use only. All other uses require permission from the author. 



Generally, variables are factors or attributes that are 
manipulated and measured in research. There are two 
types: independent and dependent variables. 
 
 Independent variable 

• the variable representing the value being manipulated by the 
researcher 

• Example:  
 In a true experiment or randomized controlled trial (RCT) of fall 

prevention, the participant is randomly assigned to one of two 
independent variable conditions – either experimental (fall 
prevention program) or control condition (usual care) 
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Continued 
 

 Dependent Variable 
• the event studied and expected to change when the 

independent variable is manipulated 

• The dependent variable reflects the output resulting 
from manipulation of the independent variable  

• Example:   
 In the RCT on fall prevention, the fall prevention program 

(experimental versus control) is the independent variable, 
and the number of falls at follow-up is the dependent 
variable 

 
For personal and educational use only. All other uses require permission from the author. 



Variables differ in how well they can be measured, and the type of 
measurement scale. Variables may be classified as either parametric 
or nonparametric. 
 
 Parametric Variables 
 

• Interval variables  
 allow us not only to rank order the items that are measured, but also 

to quantify and compare the sizes of differences between them.  

 Examples: age, weight, muscle power (in lbs), blood pressure, etc. 
   

• Ratio variables  
 similar to interval variables; in addition to all the properties of 

interval variables, they feature an identifiable absolute zero point.  

 most statistical data analysis procedures do not distinguish between 
the interval and ratio variables. 
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 continued 

 
Non-parametric Variables: 

• Nominal variables  
 allow for only qualitative classification.  

 Examples: gender, race, color, city, etc. 
   

• Ordinal variables  
 allow us to rank order the items we measure in terms of 

which has more or less of the quality represented by the 
variable but not exactly by how much. 

 Examples: socioeconomic status, level of agreement, 
developmental level, etc 
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Data is represented and analyzed using statistical tools 
which may be broadly classified as follows:  
 
 Descriptive Statistics 

• Used to provide a description of a given variable – in what is 
referred to as univariate analysis. Includes: 
 averages,  ranges and degree of variation 

 
 Inferential Statistics 

• Used to draw conclusions about a population from a sample by 
 Estimation : to determine the true value of the parameter from a 

sample 

 Hypothesis testing: to determine whether a difference exists in a 
parameter between groups of data. 
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Central tendency  
• Refers to what is typical  or average 

• These measures are reported as descriptive statistics 

 

3 measures of central tendency 
• Mean = mathematical average 

 Example: the average of {1, 3, 5, 7, 9} is 5 

 Typically expressed as M or X in research papers 

• Median = mathematical half point 
 Example: the median of {1, 2, 4, 7, 9} is 4 

• Mode = most frequently occurring value 
 Example: the mode of {2, 3, 3, 5, 9} is 3 
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Measures of variability 
 Reflects the degree of spread or dispersion that characterizes a 

group of values 

 
Terms related to measures of variability: 

• Standard deviation 
 Amount that a score varies from the mean or average of scores 

 Typically expressed as sd  or SD in the literature 

• Variance 
 Represents the square of the standard deviation or s2 

 Measure of how far a set of numbers are spread out from each 
other 

• Range 
 Represents the difference between the highest and lowest 

score in a distribution 
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Variance 

Standard Deviation 
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T-test 
• Often used to compare the means of 2 groups of 

measurements including: 
 Independent samples 

 Comparison of outcomes of control vs. experimental groups in 
experimental designs  

 Paired samples 

 Comparison between pretest and posttest scores in a single 
group before-and-after design (a.k.a. paired samples t-test) 

• Reported as a t = #.##, p<.## in the literature 
 Example: The difference in the mean Falls Efficacy Scores 

between control and experimental group was statistically 
significant (t=3.86, p<.05). 

 It is important to determine what the scores are to be able to 
interpret with confidence which group did statistically better.   
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 Mann-Whitney U test  
• is the nonparametric equivalent of independent samples 

t-test that can be used to analyze ordinal data from a two-
group independent groups design when measurement is 
at least ordinal.  

• It analyses the degree of separation (or the amount of 
overlap) between groups. 

• It is represented by a “U” or “U’” 

 
 Wilcoxon signed-ranks test  

• is another nonparametric test that is the nonparametric 
version of paired samples t-test when measurement is at 
least ordinal.  

• It is represented by a “T” 
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Analysis of Variance (ANOVA) 
• more complex version of a t-test because it allows comparison of 3 

or more groups when there are at least 2 outcomes being analyzed 
, or in repeated measures comparison.  

• One way ANOVA is used if there is only one outcome or 
independent variable being analyzed;  Two-way ANOVA for more 
than 1 independent variable. However, when we are dealing with 
more than 1 dependent variable, the term changes to Multivariate 
ANOVA or MANOVA. 

 

•  Reported as: F (df, df) = #.##, p<.## 
 Example: Differences in community participation and health 

related quality of life were found between With Treatment, 
Alternative Treatment, and No Treatment Groups. The 
differences were significant (F (df, df) = 9.82, p<.01) 

For personal and educational use only. All other uses require permission from the author. 



For personal and educational use only. All other uses require permission from the author. 



 The Kruskal-Wallis H-test  
• Is similar to the ANOVA but is used for nonparameteric  

(ordinal) measures when 3 of more independent groups 
are involved 

• Just as how the ANOVA extends the independent samples  
• t-test, the H-test extends the Mann-Whitney U-test 

 
 Friedman ANOVA test 

• is also similar to the repeat measures ANOVA (i.e., 
comparing multiple points of ordinal data from the same 
sample) 

• As such it may be compared to the Wilcoxon signed rank 
test but for a comparison of 3 or more variables 
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Analysis of Covariance (ANCOVA) 
• In factorial designs, there is a potential for co-effect 

among variables. ANCOVA is used as a statistical 
procedure comparing two or more groups while 
controlling for the effect of covariates. When we are 
dealing with more than one dependent variable, the 
term used is Multivariate ANCOVA or MANCOVA.  

• Covariates are continuous explanatory variables that 
are not of primary interest, but may affect the 
outcome  

• By using ANCOVA, the dependent variable means 
are adjusted to what they would be if all groups were 
equal on covariates 
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Chi-Square 
• Used to analyze tallies or frequencies of nominal or 

categorical data. It may be used to:  
 Analyze the “goodness of fit” of a single group sample 

 Example: Given a sample of students, is there a specific preference 
for  teaching styles  

 Test the degree of independence of 2 or more groups (also 
known as Pearson’s Chi Square) 
 Example:  Do audiences who watch more TV per week more 

obese?  

 
• Reported as X2 (df) = ###.#, p<.## 
 Example: In a sample of 1000 QU students, there are more 

students who prefer flip-flops over traditional close-toed 
leather shoes as formal wear (X2 (999) = 189.6, p<.05)  
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 Correlation 
 

• Used to measure the extent to which two variables are 
associated (i.e., when X changes, Y tends to change also) 
 Correlations should NOT be interpreted as a cause and effect 

relationship, i.e., X does not cause Y to change or vice versa.  

• Reported as r = .##, p<.##. The “r” is a number that falls 
between 1.0 and -1.0.  

• The positive value indicates “positive correlations” while 
the negative value indicates “negative correlations” 

• The closer the r is to 1.0 or -1.0 the stronger the 
association is.  
 Example:  In a sample of 86 clients who were discharged from an 

inpatient rehab facility, independence in bathing strongly correlated 
with community reintegration within 3 months post-discharge (r = .72, 
p<.05)  

For personal and educational use only. All other uses require permission from the author. 



For personal and educational use only. All other uses require permission from the author. 



Pearson’s r 
• Also known as Pearson's Product Moment Correlation 

Coefficient is used for parametric data.  
• Represents quantitatively the extent to which scores 

on two variables occupy the same relative position. 
 
Spearman’s Rho (rs) 

• This correlation coefficient is appropriate when 
either of the following two conditions are met:  
 One variable is an ordinal scale and the other is an ordinal 

scale or higher.  

 One of the distributions is markedly skewed.  

 In either case, both scales must be converted to ranks 
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 Regression 
• Is a type of analysis designed to predict the levels of 

another variable.  

• A common use for this statistical procedure is to identify 
risk factors as a predictors of a certain condition. 

• Reported as R2 = .## for each independent variable that 
is significantly predictive. 

• In other words, only those variables that could “account 
for” as predictive of a condition are included.  
 Example: In one study (Halfon et al, 2001), length of stay, age, and 

morbidity predisposition were identified as predictive factors in falls 
within a hospital setting. Gender and type of surgery were minimally 
correlated but were not considered predictive of falls in the hospital 
setting.    
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 Logistic regression  
 

• a type of regression analysis that is used to predict the outcome of 
categorical variables (dependent variables).  

• A common use of logistic regression is when the outcome is 
dichotomous (e.g., fell, did not fall).  This procedure is termed as 
binomial logistic regression.  

 
 Predicts the odds associated with the presence or absence of the dependent 

variable/outcome 

 Results presented as odds ratio (OR) –  how much more or less likely it is for a 
participant to belong to the target group than the reference group 

 
• When there are more than two categorical possibilities (e.g., better, no 

change, worse), the procedure is known as multinomial logistic 
regression. 
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Adapted from http://www.uwsp.edu/psych/stat/indexTests.htm 
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Most correlational statistics are used! 

 

Cronbach alpha coefficient 
• is a coefficient of reliability or internal consistency; a 

measure of how closely related a set of items are as a 

group. 

 

 Intraclass correlation coefficient (ICC) 
• is a measure of the reliability of measurements or 

ratings; often used to determine inter-rater reliability 
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MedCalc 
• www.medcalc.org/index.php 

 
Mathworld 

• mathworld.wolfram.com/ 
 
Dimension Research 

• www.dimensionresearch.com/index.html 
 
Research Methods Knowledge Base 

• www.socialresearchmethods.net/kb/index.php 
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